BFAS school

Practical session 1

Thierry Denoeux

29 September 2015

1 Exercises

1. Represent the uncertainty about the outcome of the Ellsberg’s ex-
periment, using a mass function on a suitable frame. Compute the
corresponding belief, plausibility and commonality functions.

2. Let 2 = {a;b}, and let m and m’ be the following mass functions on
Q,
m=f{a}" o ()% m = {a)* & (b}
(a) Compute m and m’.
(b) Compute m @& m’.
(¢) Compute m@m’.

3. Let [U; V] be a random interval. Compute Bel®((—oo;u]) and P1°((—oco; u])
for any U € R, using the cdfs of U and V.

(a) Describe the likelihood-based belief function on
(b) Describe the predictive belief function on Z.

2 Solutions

1. A suitable frame is Q = {R;B;Y }.

A 0 {R} {B} {Y} {RiB} {RiY} {BiY} {RiB;Y}
mA 0 1/3 0 0 0 0 2/3 0
Bel(A) 0 1/3 0 0 1/3 1/3 2/3 1
PI(A) 0 1/3 2/3 2/3 1 1 2/3 1
QA) 1 1/3 2/3 2/3 0 0 2/3 0




2. (a) We have

m({a;b}) = _i_i_

A similar expression is obtained for m’ by replacing and by
"and .

(b) mam’ = {a}*'{b}##. Consequently,

m({a)) = — ) mgy = )

n ’_ A "4 ’_ rr

/ /

m({a;b}) = 4 e

(¢) mEm’ = {a}min(ea’) fhymin(8.5")  The masses can easily be com-

puted as above.

3. For all u € R, we have:

Bel((—ooju]) = ([UiV] C (—ooiu]) = (V <u) =Fy(u);

where Fy is the cumulative distribution function (cdf) of V, and

4. (a)

Pl((—ooju]) = ([U;V]N(—ooju] #0) = (U <u)=Fy(u):
The likelihood function is

LY( ): _n]l[y(n),+oo)( )’

where Y(,) = maxi<;<n Yi, and the contour function is

ply ()= (X)L oy ()

We note that, the contour function being unimodal and upper-
semicontinous, the focal sets I'y (S) are close intervals [ y.(s); 3(s)],

with Ay*(s) =Y(n) and A;(S) = y(n)sfl/” for all s € [0;1]. Conse-
quently, the belief function Belgj) is induced by the random closed
interval [Y(,); Y S™Y/"], with S ~ U([0;1]).

As Fy(z) = z= forall 0 <z < | we can write Z = W with
W ~ U([0;1]). As function *( ;W) = W is continuous in
each focal set of Bel{z, is an interval

)

7Ty (S);W) = [Y(myW; Ymys~ /"W,
so that Bel% is induced by the random interval



